
Number 
of 

Variables 

Types of 
Variables 

Name of 
Test 

What is this 
test testing? 

Conditions Hypothesis, 
Test Statistics, P-value 

Confidence Interval 

1 
variable 

Categorical One 
Sample 

Proportion 
Test 

Whether a 
Population 

proportion is 
different from 

some 
hypothesized 

value (𝑝0) 

Random Sample, 
𝑝 ̂ approximately 

normally distributed 
n(𝑝0) ≥ 10 and  
n(1 − 𝑝0) ≥ 10 

𝐻0: 𝑝 = 𝑝0 
𝐻𝑎: 𝑝 ≠ 𝑝0 𝑜𝑟 >< 

𝑧 =  
𝑝̂ −  𝑝0

√𝑝0(1 − 𝑝0)
𝑛

 

P-value = 
normalcdf(lower,upper,0,1) 

𝑝̂ ±  𝑧∗√
𝑝̂(1 − 𝑝̂)

𝑛
 

Where 𝑝̂ =
𝑥

𝑛
 

And both 
n(𝑝0) ≥ 10  

n(1 − 𝑝0) ≥ 10 

Quantitative One 
Sample 
t-test 

Whether there 
is a difference 

between a 
mean and 

some 
hypothesized 

value (µ0) 

Random Sample, 
𝑋̅ approximately 

normally 
distributed, 
If n<30 then 

population needs to 
be normal 

𝐻0: 𝜇 = 𝜇0 
𝐻𝑎: 𝜇 ≠ 𝜇0 𝑜𝑟 >< 

𝑡 =  
𝑥̅ −  𝜇0

𝑠

√𝑛

 

P-value = tcdf(lower,upper,df) 

𝑥̅ ± 𝑡∗
𝑠

√𝑛
 

𝑑𝑓 = 𝑛 − 1 

2 
variables 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Both 
Categorical 

Chi-Square Compares the 
variables in a 
contingency 

table to see if 
they are 
related 

No cell should have 
a value less than 1, 

20% of the cells 
have expected 

values greater than 
5 

𝐻0: There is no association 
between… 

𝐻𝑎: There is association between … 

𝑋2 = ∑
(𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑 − 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑)2

𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑
 

p-value = 𝑋2cdf(lower,upper,df) 

N/A 

😊 

2-sample 
proportion 

Whether the 
two 

population 
proportions 

differ 

Independent, 
Random Sample, 𝑝̂1 

and 
𝑝̂1,  approximately 

normally 
distributed, 

n(𝑝1) ≥ 10 and  
n(1 − 𝑝1) ≥ 10, 

n(𝑝2) ≥ 10  
and n(1 − 𝑝2) ≥ 10 

 
 

𝐻0: 𝑝1 = 𝑝2 
𝐻𝑎: 𝑝1 ≠ 𝑝2 𝑜𝑟 >< 

𝑧 =  
𝑝̂1 − 𝑝̂2

√𝑝̂(1 − 𝑝̂)(
1

𝑛1
+

1
𝑛2

)

 

Where 𝑝̂ =
𝑋1+𝑋2

𝑛1+𝑛2
 

p-value = 
normalcdf(lower,upper,0,1) 

(𝑝̂1 − 𝑝̂2) ± 

𝑧∗
𝑝̂1 −  𝑝̂2

√𝑝̂(1 − 𝑝̂)(
1

𝑛1
+

1
𝑛2

)

 

( )1 1 1 1
ˆ ˆ10 and 1 10n p n p − 

( )2 2 2 2
ˆ ˆ10 and 1 10n p n p − 

 
 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2 
variables 

 

 
 
 

One of 
Each 

 
 
 
 

 
 
 

2-sample 
t-test 

Whether there 
is an average 

difference 
between two 

groups 

Independent, 
Random Sample, 𝑋1

̅̅ ̅ 
and 𝑋2

̅̅ ̅, 
approximately 

normally 
distributed, if 𝑛1 or 
𝑛2 ≤ 30 then the 

population needs to 
be normal 

𝐻0: 𝜇1 = 𝜇2 

𝐻𝑎: 𝜇1 ≠ 𝜇2 𝑜𝑟 >< 

𝑡 =  
𝑥̅1 − 𝑥̅2

√(
𝑠1

2

𝑛1
+

𝑠2
2

𝑛2
)

 

P-value = tcdf(lower,upper,df) 

(𝑥̅1 − 𝑥̅2) ± 

𝑡𝛼/2√
𝑠1

2

𝑛1
+

𝑠2
2

𝑛2
 

2
2 2

1 2

1 2

2 2
2 2

1 2

1 2

1 21 1

s s

n n
DF

s s

n n

n n

 
+ 

 =
   
   
   +

− −  

Anova 
F-test 

Whether at 
least one 

group mean 
differs from 
the others 

Independent, 
population 

distributions are 
approximately 

normal, population 
variances are equal 

𝐻0: 𝜇1 = 𝜇2 = 𝜇3 

𝐻𝑎: 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛 𝑚𝑒𝑎𝑛 𝑑𝑖𝑓𝑓𝑒𝑟𝑠 

𝐹 =
𝑀𝑆𝐵

𝑀𝑆𝐸
 

P-value = fcdf(lower,upper,df1,df2) 

PostHOC Analysis 

,
m



  
Bonferroni’s adjustment for the 

independent samples t-test 

 
Both 

Quantitative 
 
 
 
 

Paired 
t-test 

Is the mean 
difference 

between two 
sets of 

observations 
zero? 

Random, data is 
paired, sampling 

distribution of 
pairwise differences 

approximately 
normally distributed 

𝐻0: 𝜇𝑑 = 0 

𝐻𝑎: 𝜇𝑑 ≠ 0 𝑜𝑟 >< 

𝑡 =  
𝑋̅𝑑
𝑆𝑑

√𝑛

 where 𝑆𝑑 = √
∑(𝑑𝑖−𝑑̅)2

𝑛−1
 

P-value = tcdf(lower,upper,df) 

𝑑̅ ± 𝑡∗
𝑆𝑑

√𝑛
 

df = n – 1 

Simple 
Linear 

Regression 

Whether there 
is a 

relationship 
between two 
quantitative 

variables 

Constant variance, 
Linear relationship, 
Independence, Y-

values are 
approximately 

normally distributed 

Population Regression Model: 

𝑌 = 𝛽0 + 𝛽1𝑋1 + 𝜀 
Overall F-test: 

𝐹 =
𝑀𝑆𝑅

𝑀𝑆𝐸
 

P-value = fcdf(lower,upper,df1,df2) 
OR 

1

1 ; 2
b

b
t df n

s
= = −  

( )*

1 1standard error of b t b
 

 


